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Abstract
Background Prosthesis users often rely on vision to monitor the activity of their prosthesis, which can be cognitively 
demanding. This compensatory visual behaviour may be attributed to an absence of feedback from the prosthesis 
or the unreliability of myoelectric control. Unreliability can arise from the unpredictable control due to variations in 
electromyography signals that can occur when the arm moves through different limb positions during functional 
use. More robust position-aware control systems have been explored using deep learning methods, specifically ones 
that utilize data from different limb positions, that show promising improvements in control characteristics. However, 
it is unclear how these novel controllers will affect visuomotor behaviour. Specifically, the extent to which control 
interventions can influence gaze behaviours remain unknown, as previous studies have not yet demonstrated the 
sensitivity of eye metrics to these interventions. This study aims to explore how visuomotor behaviours change when 
individuals operate a simulated myoelectric prosthesis using a standard control strategy compared to a position-
aware control strategy.

Methods Participants without limb difference tested two control strategies in a within-subject crossover study 
design. They controlled a simulated myoelectric prosthesis using a standard control strategy and an advanced 
position-aware control strategy designed to address the limb position effect. The order in which these control 
strategies were evaluated was randomized. Eye tracking and motion capture data were collected during functional 
task execution to assess if using the position-aware control strategy changed visuomotor behaviour compared to the 
standard controller.

Results There was less visual fixation on the prosthetic hand in the fully extended and cross-body arm position when 
using the position-aware controller compared to the standard controller. These changes were associated with shorter 
grasp phase duration and increased smoothness of prosthesis movements. These findings indicated that using the 
position-aware control strategy may have resulted in less reliance on vision to monitor the prosthesis actions in limb 
positions where they had better prosthesis control.

Conclusions This research suggests that visuomotor metrics may be sensitive to prosthesis control interventions, 
and therefore the use of eye tracking should be considered for performance assessment of prosthesis control.
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Background
With amputation, the natural communication pathways 
between the brain and the hand responsible for motor 
control and feedback are lost. As a result, prosthesis users 
must rely heavily on vision to monitor the activity of their 
prosthesis, disrupting normal patterns of eye-hand coor-
dination [1, 2]. In individuals with intact arm function, 
the eyes rarely fixate on the hand. Instead, the eyes guide 
the hand movements in a predictive, feedforward man-
ner, using visual information to plan motor actions [3–6]. 
Haptic feedback from the intact hand is able to confirm 
successful grasp, allowing the eyes to disengage from cur-
rent targets and shift towards future target areas [3, 5–7]. 
In contrast, prosthesis users typically rely on vision to 
monitor their prosthetic device, which can be character-
ized by increased visual fixations towards the prosthetic 
hand, reduced fixations towards target areas, and delays 
to disengage visual attention from objects when picked 
up or dropped off [1, 2, 8–10]. Together, these behaviours 
may reflect a lack of confidence in the prosthesis control, 
as well as a compensatory behaviour to overcome the 
lack of feedback.

Upper limb prosthesis users are therefore faced with 
high attentional demands when operating their pros-
thetic device. The need to visually attend to the hand is 
often regarded as being cognitively demanding and is 
one of the contributing factors to device dissatisfaction 
and rejection [11, 12]. In fact, visual fixations towards the 
hand have been shown to encompass multiple workload 
factors, such as mental demand, physical demand, visual 
demand, conscious processing, and frustration [13]. 
Therefore, new prosthetic interventions should aim to 
reduce the attentional demand associated with prosthesis 
use while also increasing movement functionality.

Sensory feedback interventions have demonstrated 
the potential to alleviate this reliance on vision for pros-
thesis users. By restoring the natural feedback channels 
and providing users with touch and kinesthetic feed-
back, visual fixations towards the hand have been shown 
to be reduced [14]. Such evidence lends support to the 
hypothesis that a lack of sensory feedback contributes to 
the high visual demand associated with prosthesis use. 
However, no studies have investigated whether prosthe-
sis control interventions have similar beneficial effects 
on gaze behaviour [15]. Chadwell et al. [16] revealed 
that a higher frequency of undesired activations (e.g. 
hand opening/closing when unintended, incorrect pros-
thesis response, or no prosthesis response) was linked 
to altered visuomotor behaviours, including increased 
fixations towards the hand, decreased fixations towards 

the target and an increased number of gaze switches, as 
well as decreased functionality. This evidence suggests 
that vision is continually drawn towards the prosthesis 
to ensure that the hand performs as intended. Therefore, 
addressing the unpredictability of myoelectric prosthesis 
control could potentially reduce the reliance on vision 
and thereby improve the usability of these devices.

One major factor affecting the accuracy and reliability 
of myoelectric control is the alteration of electromyog-
raphy (EMG) signal patterns caused by limb positioning 
[17–19]. These variations in EMG signals can degrade 
prosthesis control and may cause unwanted prosthetic 
hand and wrist movements to occur [17]. Recent work 
has explored the use of deep learning methods, specifi-
cally transfer learning, as a possible solution for improv-
ing movement predictions and providing more consistent 
control [20–22]. This work demonstrated that task per-
formance metrics (such as success rate, task duration, 
and hand kinematic measures) were insufficient to 
identify instances of limb position effect. However, 
control characteristics (such as wrist rotation and grip 
aperture across specific movements) did identify sig-
nificant differences when using a position-aware control 
strategy meant to address the limb position effect. This 
control strategy combines user-specific training data with 
a model pre-trained on a large dataset of defined hand 
gestures in multiple limb positions. The benefit of such 
a model is the potential to accurately predict movement 
intent across different limb positions, while also shorten-
ing the time required to train the control system. Theo-
retically, this advanced position-aware controller should 
reduce the cognitive burden of the user; a theory that 
may be explored by recording and measuring changes in 
user’s visual behaviour while performing tasks with their 
prosthesis.

In this work, we therefore extend the previous study by 
Williams et al. [22] to explore whether visuomotor behav-
iours differed when individuals used two different myo-
electric control strategies with a simulated myoelectric 
prosthesis. Importantly, no studies to date have explored 
the impact of different prosthesis controllers on gaze 
behaviour [15]. As such, this study is the first of its kind 
to investigate the sensitivity of eye metrics in response to 
various prosthesis controllers. It was hypothesized that 
the control strategy that was shown to have more reliable 
myoelectric control should show a corresponding change 
in visual attention– specifically, less visual fixations to 
the prosthetic hand and quicker disengagement of visual 
fixation after grasping or releasing objects. To test this 
hypothesis, we examined eye gaze and hand movement 
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data collected during an experimental task that chal-
lenged the user in various planes of movement, while 
using the novel position-aware control strategy that was 
designed to address the limb position effect compared 
to a standard controller. We were specifically interested 
in changes in visual attention that would correspond to 
the movements and positions that were identified by Wil-
liams et al. [22] to represent control difficulties related to 
the limb positioning.

Methods
Participants
Nine participants (7 male, 2 female) with no upper limb 
pathology or history of neurological or musculoskeletal 
impairment were recruited for this study. The data from 
one participant was incomplete due to technical issues. 
The eye data from another participant was considered to 
be poor quality based on a predetermined set of rules that 
checked eye data loss and spatial accuracy (described in 
the data processing section). Therefore, two participants 
were removed from this study and the data of the remain-
ing 7 participants were included for analyses. Of the rem-
ining 7 participants, 5 were male and 2 were female. All 
participants had little to no experience with controlling 
a prosthetic hand using EMG pattern recognition. Four 
had normal or corrected-to-normal vision, the remain-
ing three participants that required eyeglasses were asked 
to remove them when wearing the eye tracking headset. 
These participants self-reported that their uncorrected 
vision was sufficient to perform the tasks in this study. 
The mean age was 23.4 ± 4.3 years, and the mean height 
was 178.8 ± 6.4  cm. One individual reported to be left-
handed and the remaining 6 participants reported to be 
right-handed. All participants provided written informed 
consent. This study was approved by the University of 
Alberta Health Research Ethics Board (Pro00086557).

Experimental setup
Simulated prosthesis
A simulated prosthesis was modified to be used in this 
study [23]. The device was designed to simulate a myo-
electric prosthesis that is worn by an individual with a 
transradial amputation. The simulated prosthesis con-
sisted of 3D printed parts that were secured to the right 
forearm of the participant by a brace that restricted 
hand and wrist movements. A terminal device with two 
degrees of freedom (hand open/close and wrist rotation) 
[24] was attached to the palmar side at the approximate 
location of the participant’s anatomical hand, as shown 
in Fig.  1a. A Myo armband (Thalmic Labs, Kitchener, 
Canada– discontinued) was placed around the partici-
pant’s right forearm, an average of 7.1 ± 1.2  cm distal to 
the medial epicondyle of the humerus (Fig. 1b). The Myo 
armband collected EMG data from 8 surface electrodes 
sampled at 200 Hz and positional data from one inertial 
measurement unit (IMU) sampled at 50  Hz. EMG data 
and accelerometer data from the IMU were collected and 
used to control the terminal device. Patterns of EMG 
activity recorded during wrist extension and wrist flexion 
were mapped to prosthetic hand open and close, respec-
tively. Patterns of EMG activity recorded during wrist 
supination and wrist pronation were mapped to rotate 
the prosthetic wrist clockwise and counterclockwise, 
respectively.

Pasta box task
A standardized Pasta Box Task, developed by Valevicius 
et al. [25], involved moving a pasta box from shelves at 
different heights to mimic a kitchen scenario. The task 
required participants to manipulate objects in differ-
ent planes of movement. There were three movements: 
Movement 1 involved moving a pasta box from a lower 
table on the right side of the body to a shelf directly in 
front of the participant; Movement 2 involved mov-
ing the pasta box across the midline around a barrier to 

Fig. 1 a) Simulated prosthesis worn by an individual with an intact arm and b) Myo armband worn around the forearm underneath the simulated 
prosthesis
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a second higher shelf; and Movement 3 consisted of a 
cross-body movement to return the pasta box to the ini-
tial starting position. Each movement began and ended 
when the hand was moved to a neutral ‘Home’ position, 
which allowed for the motion capture and eye tracking 
data to be segmented into discrete movements. Each 
movement consisted of 4 phases: ‘Reach’, ‘Grasp’, ‘Trans-
port’ and ‘Release’. Task description and details were pub-
lished in Valevicius et al. [25].

Motion capture and eye tracking setup
The Gaze and Movement Assessment (GaMA) was per-
formed to quantify hand kinematics and gaze behaviour 
during object interaction [25–28]. An 8-camera Opti-
track Flex 13 motion capture system (Natural Point, OR, 
USA) was used to measure the 3-dimensional move-
ments of the hand sampled at 120  Hz. Eight individual 
motion capture markers were attached to the prosthetic 
device— one on the thumb, one on the index finger, and 
six on a rigid surface of the hand (Fig.  1a). Additional 
individual markers were placed on task-relevant areas of 
the workspace (pasta box, shelving unit, and side table), 
as outlined in the supplementary materials of Valevicius 
et al. [25]. A head-mounted binocular eye tracker (Pupil 
Labs GmbH, Berlin, Germany) with 4 affixed motion 
capture markers was placed on the participant to record 
pupil movements sampled at 120 Hz. The cameras were 
optimally positioned, such that the pupils remained in 
frame when the eyes moved around the task space.

Experimental procedure
On two separate days, participants performed func-
tional tasks using the simulated prosthesis with either a 
standard control strategy or an advanced position-aware 
control strategy. Testing sessions were separated by an 
average washout period of 27 ± 9 days to avoid any learn-
ing effects. Additionally, the order in which control-
lers were tested was randomized to counterbalance any 
potential learning effects. Four participants used the 
standard strategy first, while the other three participants 
used the position-aware control strategy first.

Controller training
On the same day of testing and before controlling the 
simulated prosthesis, a controller training routine and 
calibration was performed to learn the muscle signals of 
the participant. EMG and IMU data were collected and 
streamed into Matlab using Myo SDK. Custom Matlab 
scripts captured the data to learn an individual’s intended 
movements from muscle patterns that were later used to 
send control signals to the prosthesis. Participants were 
instructed to perform moderate forearm muscle contrac-
tions while following onscreen instructions for specified 

wrist movements (rest, flexion, extension, pronation, 
supination).

The standard control strategy used a statistical 
machine learning model (linear discriminant analysis) 
that was trained in one limb position. This training rou-
tine involved wrist at rest, flexion, extension, pronation, 
and supination with the elbow bent at 90o, holding each 
muscle contraction for 5  s. This series of wrist move-
ments were repeated twice. The EMG data resulting from 
this routine, along with the corresponding labels of wrist 
positions, were used to train the standard control model.

The position-aware control strategy used a recurrent 
convolutional neural network (RCNN) model with trans-
fer learning, developed by Williams et al. [21, 22]. This 
model was originally trained with data from a large group 
of 19 individuals without upper limb loss. These individ-
uals performed a training routine similar to those used 
in the literature to address the limb position effect [18, 
29, 30]. It included performing each of the wrist move-
ments in 4 arm positions (arm at side, elbow bent at 90°, 
arm out in front at 90°, and arm at 45o above shoulder 
height). The EMG and accelerometer data from all 19 
participants, along with the corresponding labels of wrist 
positions, were used to pre-train the control model. This 
data, the control models, and the experimental procedure 
were described in full details in Williams et al. [29].

Prosthesis usage training
Each participant took part in a device usage training 
block to learn how to control the prosthetic hand using 
forearm muscle activity. This training was completed for 
each session once the controller was trained. Participants 
progressed through a structured training protocol and 
were given the opportunity to practice functional tasks 
(including the Pasta Box Task) before the first data col-
lection trial. There were 3 stages of training: participants 
practiced controlling (1) only the hand open and close 
degree of freedom (DOF), (2) only the wrist rotation 
DOF, and (3) both DOFs together. A variety of picking up 
and placing objects, and object rotation tasks were pre-
sented to participants in each stage. As they carried out 
these tasks, verbal cues were given to help improve con-
trol of their device. Breaks were provided after each stage 
of training or as required. To ensure that participants had 
sufficient training and a reasonable level of competency 
in controlling the prosthesis to proceed with the data 
collection, participants needed to demonstrate that they 
could successfully pick up a cup containing a ball and 
pour the ball into another cup with more than 75% suc-
cess rate after at least 10 trials within a 10-minute time 
period [31, 32].
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Data collection
Each participant performed 10 trials of the Pasta Box 
Task. If an error was made, the data from that trial was 
discarded. Errors included dropping the box, incorrect 
grasp, incorrect box placement, missing the drop off tar-
get, incorrect task sequence, hitting the task cart frame, 
movement hesitation, or unintentional movements, such 
as a sneeze. Prior to the first trial and immediately after 
the last trial of the Pasta Box Task, two gaze calibra-
tions were collected to construct a gaze vector that rep-
resented the location of the participant’s gaze in the task 
space [33]. In these gaze calibrations, participants were 
instructed to fixate on a motion capture marker attached 
to the tip of a calibration wand as the experimenter 
moved the wand through the task space.

Data processing
Motion capture and eye tracking data were first cleaned 
to fill any gaps. Second-order, low-pass Butterworth 
filters with a cut-off frequency of 6  Hz for motion cap-
ture [25] and 10 Hz for eye tracking [27] were applied to 
remove any noise that may have been introduced during 
data collection. The motion capture and eye tracking data 
were then synchronized to the motion capture frame 
rate using the common timestamps in the Lab Streaming 
Layer data stream files, as described in Stone et al., [33]. 
The combined data were imported into our custom soft-
ware platform for integrated analysis of eye and motion 
capture data [28]. The movements were segmented 
and divided in ‘Reach’, ‘Grasp’, ‘Transport’, and ‘Release’ 
phases for analysis using hand velocities and distances 
as described by Lavoie et al. and Valevicius et al. Where 
relevant, comparison to normative data was referenced 
from the “repeated study” (Optitrack set up) condition 
from Williams et al., [28].

For hand kinematic measures, reach and grasp phases 
were combined into a reach-grasp segment, and trans-
port and release phases were combined into a transport-
release segment. Eye latency measures were defined 
relative to two key events: ‘Pickup’, which referred to 
the transition between grasp and transport as the object 
began moving and ‘Drop off’, which referred to the transi-
tion from transport to release as the object stopped mov-
ing. Using these object-related ‘Pickup’ and ‘Drop off’ 
events afforded the ability to reveal the temporal dynam-
ics between the location of visual fixations and the loca-
tion of the hand and object.

To ensure the accuracy and validity of the eye data, a 
set of rules were followed describing the quality of the 
best gaze vector based on whether fixations were towards 
relevant areas of interest (AOIs) at specific time points, 
similar to descriptions in [27, 33]. After the best gaze 
vector was identified, we then evaluated the quality of 
each trial to remove trials with poor eye data. Firstly, a 

trial was removed if more than 15% of the best gaze vec-
tor data was missing or if the average distance to relevant 
AOIs for the best gaze vector was greater than 50  mm. 
Secondly, a trial was removed if the total percent fixation 
(sum of percent fixation to current, hand and future) for 
any phase, except Reach in Movement 1 was less than 
50%. In addition, a trial was removed if the total percent 
fixation in Reach of Movement 1 was less than 30%, as 
it is known that objects outside the field of view are fix-
ated less [27]. Lastly, if more than 50% of a participant’s 
trials from one testing session were removed, data from 
that participant was removed altogether. Following this 
process, one participant was removed due to poor quality 
of eye data. A total of 25 trials out of 148 collected trials 
were removed (17% data removed). An average of 9 trials 
were retained for each participant for both control strate-
gies. Figure 2 illustrates the steps taken to remove trials 
with poor eye data.

Outcome metrics
Gaze behaviour
Number of fixations referred to the number of continu-
ous fixations (duration > 100ms) to either the current tar-
get or the hand. Percent fixation was the amount of time 
spent fixating either the hand or the current target in 
reach and transport phases as a percentage of the dura-
tion of that phase. During the reach phase, the current 
target referred to the pasta box and its starting location. 
During the transport phase, the current target referred to 
the next drop off location. A detailed description of the 
areas of interest for each phase of the pasta box task can 
be found in the supplementary materials of Lavoie et al. 
[27]. Normative reference data indicate that the majority 
of time during a movement (around 75%) is spent fixat-
ing on the next target of action, with a less time focused 
on the hand (around 10%). In contrast, prosthesis users 
tend to have much higher fixations to the prosthetic hand 
[10]. It was hypothesized that with a more reliable con-
trol strategy, there will be less fixation to the hand and 
more fixations to the current target when transferring the 
pasta box. This effect should be most apparent when the 
arm moves in an elevated cross-body position (drop off 
of movement 2 and pick up of movement 3) where the 
position-aware controller showed an improvement over 
the standard controller [22].

Eye arrival latency (EAL) was calculated as the differ-
ence between the time of eye arrival to the target loca-
tion relative to the start of transport time for pickup and 
relative to the end of transport time for drop off. Norma-
tive EAL values are typically under 1 s for the pasta task. 
The EAL was positive if the eyes began fixating the target 
before the object was picked up or dropped off and nega-
tive if the eyes began fixating the target after the object 
was picked up or dropped off. EAL at pick-up was related 
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to the reach-grasp segment. EAL at drop off was related 
to the transport-release segment.

Eye leaving latency (ELL) was calculated as the dif-
ference between the time of the eye leaving the target 
location relative to the start of transport time for pick-
up and relative to the end of transport time for drop off. 
ELL values were positive if the gaze departed the target 
before the object was picked up or dropped off and nega-
tive if the gaze departed the target after the object was 
picked up or dropped off. ELL at pick-up was related to 
the transition point from grasp to transport and ELL at 
drop off was related to the transport-release segment. 

ELL normative values are typically close to zero to nega-
tive 250ms, indicating individuals very quickly [27, 28] or 
instantaneously disengage their eye fixation after pick-
ing up or dropping off an object. In contrast, prosthesis 
users tend to have prolonged ELL times of up to 1 s [10]. 
The hypothesis was that with more secure pickup and 
drop off of the box, the eyes will disengage quicker and 
so demonstrate shorter ELLs closer to normative range.

Duration
Total task duration consisted of the total time in seconds 
to complete an entire trial. Phase duration was the time 

Fig. 2 Flowchart outlining the steps taken to check the quality of the eye data. These criteria verified the amount of data loss and spatial accuracy of the 
best gaze vector that was constructed for each trial
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in seconds for each phase of reach, grasp, transport and 
release. Relative phase duration was the length of each 
phase represented as a percentage of the total move-
ment time. Prosthesis user generally have overall longer 
task durations than persons with normal arm function, 
but they also spend a disproportionate amount of time 
grasping and releasing objects (compared to transport-
ing) [10]. Therefore, both absolute and relative phase 
durations provide different but valuable information on 
how the task is being performed, and how visual fixation 
might be altered depending on the time spent grasping 
and releasing.

Hand kinematics
Visual behaviour can only be interpreted in relation to 
hand movement, as hand-eye coordination is inextri-
cably linked. Therefore, hand kinematic measures were 
included to provide context for the eye metrics, and were 
analyzed per movement rather than averaged across 
movements as in Williams et al., [22]. Peak hand veloc-
ity was defined as the maximum speed of the end effector 
(in any direction), given in mm/s. Number of movement 
units referred to the number of times that the hand accel-
eration profile crossed zero to produce a local velocity 
peak, and indicate the smoothness of the movement. 
Hand trajectory variability was calculated as the maxi-
mum of the mean three-dimensional standard deviation 
at each time-normalized point in millimetres. Grip aper-
ture plateau was defined as the time in seconds between 
the end of hand opening and the start of hand closing. 
This was defined when the grip aperture was < 90% of 
maximum and when the hand opening or closing velocity 
was < 20% of maximum [8].

Statistical analysis
For each participant, the outcome metrics were averaged 
across trials for each control condition. To investigate the 
within-subject differences between standard and posi-
tion-aware control, a series of repeated measures analy-
ses of variance (RMANOVA) were conducted for each 
outcome metric. Significant interaction effects or main 
effects were followed up with additional RMANOVAs or 
pairwise comparisons. Only significant effects involving 
the control strategy used were further investigated, as the 
primary focus was to determine whether different con-
trol strategies had an effect on visuomotor performance. 
If the assumption of sphericity was violated, the Green-
house-Geisser correction was used for the interpretation 
of results. Interaction effects or main effects were consid-
ered to be significant if the p value was less than 0.05 or if 
the Greenhouse-Geisser corrected p value was less than 
0.05. Pairwise comparisons were considered to be sig-
nificant if the Bonferroni corrected p value was less than 
0.05.

Results
Eye gaze metrics
Percent fixation
With the position-aware control strategy, there was a 
significant decrease in percent fixation to hand in move-
ment 3 compared to the standard controller (standard 
26.2 ± 4.4%; position-aware 20.7 ± 3.1%, p = 0.037). A 
3-way RMANOVA revealed no significant three-way 
interaction between strategy, movement and phase (F(2, 
12) = 1.367, p = 0.29). Further analysis revealed a statisti-
cally significant difference in two-way strategy x move-
ment interaction (F(2, 12) = 5.23, p = 0.023) (Additional 
File 1). Figure  3 demonstrates that the decrease in per-
cent fixation to hand occurred in both reach and trans-
port phases in movement 3, while there was no difference 
in fixations towards the hand between controllers in 
any other movement. Therefore, when using the posi-
tion-aware control strategy, participants had a reduced 
reliance on vision to monitor the hand in movement 3. 
Decreased fixations towards the hand were not accompa-
nied by increased fixations towards the current target. A 
3-way RMANOVA revealed no other significant interac-
tion effects or main effects for percent fixation to current 
(Additional File 1).

Eye leaving latency
In general, the position-aware control strategy showed 
a trend towards shorter eye leaving latencies com-
pared to the standard control strategy (Additional File 
1). A 3-way RMANOVA revealed no significant three-
way interaction between strategy, movement and event 
(F(2, 12) = 3.625, p = 0.059). There was no significant 
two-way interaction between strategy and movement 
(F(2, 12) = 3.274, p = 0.073) or strategy and event (F(1, 
6) = 0.411, p = 0.545). However, there was a significant 
main effect of strategy (F(1, 6) = 6.419, p = 0.044) with 
a mean difference of -0.468  s. Figure  4 reveals that eye 
leaving latencies were consistently shorter across all 
movements and events with the position-aware control 
compared to standard control, with a largest difference of 
-1.081s (95% CI, -1.926 to −.236s) at drop off in move-
ment 2. Therefore, there was a consistent trend for the 
position-aware control strategy to require a shorter time 
for the eyes to disengage visual attention from pick up 
and drop off targets than the standard control strategy.

Other eye gaze metrics
There were no other significant interaction effects or 
main effects for number of fixations to current or to 
hand, eye arrival latency at pick up, eye arrival latency 
at drop off, or eye leaving latency at drop off (Additional 
File 1).
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Duration
Total task duration
There was no statistically significant difference in total 
task duration between control strategies t(6) = 1.629, 
p = 0.154, d = 0.616. Participants had an average total task 
duration of 28.6 ± 7.8s with the standard control and a 
total task duration of 24.0 ± 4.9s with the position-aware 

control, a mean difference of 4.6s (95% CI, -2.3 to 11.6s). 
Although no statistically significant difference, there was 
a trend for movement times to be shorter with the posi-
tion-aware control strategy. In movement 1, there was a 
mean difference of 1.0s (95% CI, -1.3 to 3.2s), in move-
ment 2 there was a mean difference of 1.5s (95% CI, -0.5 
to 3.4s), and in movement 3, there was a mean difference 

Fig. 4 Eye leaving latency violin plots with standard (dark blue) and position-aware (light blue) control strategies for pick up and drop off events of each 
movement (M1 = Movement 1, M2 = Movement 2, M3 = Movement 3) of the pasta box task. Normative values are represented by red violin plots

 

Fig. 3 Percent fixation to hand violin plots with standard (dark blue) and position-aware (light blue) control strategies for reach and transport phases of 
each movement (M1 = Movement 1, M2 = Movement 2, M3 = Movement 3) of the pasta box task. Normative values are represented by red violin plots. The 
asterisks (*) indicate statistically significant differences (p < 0.05) between standard and position-aware control in movement 3
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of 2.2s (95% CI, -0.6 to 4.9s) between standard and posi-
tion-aware control strategies.

Phase duration
Although no statistically significant differences were 
found in phase durations, there was a trend for phase 
duration across all movements to be shorter with the 
position aware controller (Additional file 1, Table  3), 
with the absolute differences most noticeable in move-
ment 2 release and Movement 3 grasp. A significant 
three-way interaction (F(1.974, 11.843) = 4.587, p = 0.034) 
between strategy, movement and phase was revealed 
for phase durations. To follow this up, two-way interac-
tions were run for strategy x movement at each level of 
phase. There was a statistically significant simple two-
way interaction between strategy and movement for 
release (F(2, 12) = 4.688, p = 0.031). Pairwise comparisons 
revealed a mean difference of 0.866s (95% CI, -0.083 to 
1.854s), p = 0.066 in release of movement 2 between 
standard and position-aware control strategies. Despite 
a non-significant difference at a Bonferroni adjusted 
p < 0.05, the magnitude of difference was large compared 
to other phases. In addition, a simple two-way interac-
tion between strategy and movement for grasp was not 
found to be significant (F(2, 12) = 3.080, p = 0.083), how-
ever there was a large mean difference of 1.322s (95% 
CI, − 0.407 to 3.050s) in grasp of movement 3 between 

standard and position-aware control strategies, which 
was not observed in any other phases (Additional File 1). 
Therefore, release in movement 2 and grasp in movement 
3 demonstrated trends towards shorter phase durations 
with the position-aware controller compared to standard 
controller (Fig. 5).

Relative phase duration
Relative phase duration was significantly less for the 
position-aware controller in movement 3 grasp (standard 
32.8 ± 8.8%; position-aware 25.1 ± 9.0%, p = 0.002). There 
was a trend in which the position-aware control strat-
egy had a shorter relative duration of release in move-
ment 2 (standard 23.3 ± 7.6%, position-aware 16.7 ± 4.9%, 
p = 0.052), which closely matched the normative value 
for relative release time as shown in Fig.  6. A 3-way 
RMANOVA revealed a significant three-way interaction 
between strategy, movement and phase (F(6, 36) = 3.313, 
p = 0.011). Follow up two-way interaction effects were 
run for strategy x movement at each level of phase. There 
was a statistically significant simple two-way interac-
tion between strategy and movement for release (F(2, 
12) = 7.756, p = 0.007). Pairwise comparisons revealed 
there was a mean difference of 6.686% (95% CI, − 0.095 
to 13.467%), p = 0.052 in release for movement 2 between 
standard and the position-aware control, although not 
significant at a Bonferroni adjusted p < 0.05 (Additional 

Fig. 6 Relative phase duration violin plots with standard (dark blue) and position-aware (light blue) control strategies for each movement (M1 = Move-
ment 1, M2 = Movement 2, M3 = Movement 3) and phase of the pasta box task. Normative values are represented by red violin plots. Significant differ-
ences (p < 0.05) between control strategies are marked with an asterisk (*)

 

Fig. 5 Phase Duration violin plots with standard (dark blue) and advanced position-aware (light blue) control strategies for each movement (M1 = Move-
ment 1, M2 = Movement 2, M3 = Movement 3) and phase of the pasta box task. Normative values are represented by red violin plots
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File 1). No other relative phase durations were found to 
be significantly different between standard and position-
aware control strategies.

The large decrease in absolute release time for move-
ment 2, in combination with a shorter total movement 
2 duration of 5.5 ± 1.1s with the position-aware control 
compared to 6.9 ± 2.2s with standard control, contributed 
to the trending decrease in relative release time for move-
ment 2. A large mean difference in absolute grasp time 
for movement 3, together with a shorter total movement 
3 duration of 6.9 ± 1.7s with the position-aware control 
compared to 9.1 ± 2.9 with standard control, resulted in 
the significant decrease in relative grasp time for move-
ment 3.

Hand kinematic measures
Number of movement units
There were fewer movement units in all movement seg-
ments with the position-aware control strategy than the 
standard control strategy, specifically in the reach-grasp 
of movement 3 (standard 23.7 ± 11.5, position-aware 
13.8 ± 9.8, p = 0.053) (Additional File 1, Fig.  7). A 3-way 
RMANOVA revealed a statistically significant three-way 
interaction between strategy, movement and segment 
(F(1, 6) = 10.622, p = 0.002). To follow this up, two-way 
interactions were run for strategy x movement for each 
segment. A simple two-way interaction between strat-
egy and movement for reach-grasp (F(2, 12) = 4.730, 
p = 0.031) was shown to be statistically significant, while 
there was no statistical significant interaction between 
strategy and movement for transport-release (F(2, 

12) = 2.068, p = 0.169). Pairwise comparisons revealed 
a trending mean difference of 9.860 movement units in 
reach-grasp of movement 3 between standard and posi-
tion-aware control strategies (95% CI, -0.169 to 19.889), 
(p = 0.053) (Additional File 1). In addition, although not 
statistically significant, there was a disproportionately 
large mean difference of 8.341 (95% CI, − 0.552 to 17.235) 
movement units in transport-release of movement 2 
(Additional File 1). These values represented large differ-
ences in movement units that were not observed in any 
other movement segments, therefore when using the 
position-aware control strategy, participants likely had 
increased smoothness of hand movements in transport-
release of movement 2 and reach-grasp of movement 3.

Other hand kinematic measures
There were no significant interaction effects or main 
effects for hand trajectory variability, peak hand velocity 
and grip aperture plateau (Additional File 1).

Discussion
This study aimed to explore whether the eye gaze behav-
iours of participants using a myoelectric prosthesis 
would change closer to normative visual behaviours 
when using an advanced position-aware control strategy 
that improved the reliability of control. In general, find-
ings from the present study demonstrated that visuo-
motor performance did differ in the instance where the 
controller improved the limb position effect compared to 
the standard controller. Specifically, grasping the box in 
movement 3 required activating the prosthetic hand in 

Fig. 7 Number of movement units violin plots with standard (dark blue) and position-aware (light blue) control strategies for each movement (M1 = Move-
ment 1, M2 = Movement 2, M3 = Movement 3) and movement segment of the pasta box task. Normative values are represented by red violin plots
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an elevated cross body position that was at or above the 
participant’s shoulder height, a position known to induce 
the limb position effect, and to be shown to have control 
improvements with the position-aware controller studied 
in this protocol [22].

Eye gaze behaviour is inextricably tied to hand move-
ment and the goal of the object movement. When control 
is unreliable and there is no confirmatory tactile or pro-
prioceptive feedback, vision must compensate by fixating 
the hand and object to provide confirmatory feedback 
on success of the object movement. In the present study, 
we explored whether eye behaviour would reflect identi-
fied improvements in control or not. For movement 3, we 
found a significant reduction in percent fixation to hand 
when using the position-aware controller. The mean dif-
ference of 5.5% is meaningful in that the resultant 20% 
is closer to the normative reference value of 11–12% 
for this specific movement [28], and the effect is within 
the range of the reduction in fixation to hand (2 to 9%) 
shown with the provision of tactile and kinesthetic feed-
back in a multimodal prosthetic system [14]. It was likely 
that the reduced reliance on vision to monitor the pros-
thetic hand occurred because participants trusted that 
the hand would not open unexpectedly while transport-
ing the pasta box from the pickup location to the drop off 
location. During movement 3 there were also smoother 
movements in reach and grasp (significantly less NMUs) 
and significantly less relative time spent grasping when 
using the position-aware controller, reflecting more con-
fidence in reaching and grasping the box, consistent with 
the reduced visual fixation required to the hand.

We had expected that the position-aware control strat-
egy, resulting in more confidence in grasp, would lead 
to significantly shorter eye leaving latencies, indicating 
the ability to disengage the eye fixation sooner. Indeed, 
although statistical significance was not reached in the 
analysis of each pick up and drop off movement, every 
value trended in the hypothesized direction, and over-
all, there was a positive main effect of control strategy 
with an absolute difference of almost 500ms in favor of 
the position-aware control strategy. Given the time scale 
of eye movement behaviour, this absolute difference is 
meaningful. During typical scanning the eyes move about 
3–4 times per second, so an extra 250ms is about one 
extra fixation (or, one additional sample of visual infor-
mation) [34]. Given that normal visuomotor behaviour 
with reach and grasp involves one fixation to the area of 
interest [27], this additional fixation time is relevant in 
understanding how a specific control strategy may have 
affected the ability to disengage the eyes closer to what 
would be considered normative behaviour. The magni-
tude of change in the ELL is similar to that found for a 
transhumeral prosthesis user when provided with kin-
esthetic and tactile feedback, where there was a 230ms 

improvement in ELL at drop off and a 500ms improve-
ment in ELL at pickup [35].

In addition to movement 3 grasp, movement 2 release 
required the cross-body activation of hand open to place 
the box on the shelf. Differences in relative phase dura-
tion for release in this movement showed there was 
about a reduction in the relative duration of the release 
phase with the position-aware controller (16.75), close 
to the normative value of about 14% [28]. As mentioned 
above, the eye leaving latency at drop off, although not 
statistically significant, had a magnitude of difference of 
over 1 s quicker disengagement when using the position-
aware controller in this specific position that challenged 
the release control. An increased difficulty to release the 
box is expected to result in inability to disengage visual 
attention from drop off locations, whereas with a better 
control strategy and improved ability to release objects 
should reduce the time needed for the eyes to shift away.

The unpredictability of myoelectric control draws 
visual attention towards the prosthesis to ensure that 
the hand performs as intended [16]. It is uncertain if this 
visual demand can be alleviated with additional move-
ment training. Bouwsema et al. [8] have shown that some 
experienced prosthesis users with high functional skill 
level had gaze behaviours that were consistent with nov-
ice users. Parr et al. [2] demonstrated that when novice 
prosthesis users were provided with explicit movement-
based training instructions, no changes in gaze behaviour 
were observed over multiple training sessions, despite 
faster movements. Parr et al. [36] proposed that the unre-
liable nature of prosthetic devices continually prevents 
normal sensorimotor mapping rules from developing. 
Typically, individuals with intact limb function rely on 
vision in the initial stages of motor learning, however 
the reliance on vision can usually be overcome as skill 
acquisition progresses and sensory feedback information 
becomes integrated into the motor control loop [37, 38]. 
Interestingly, in our cohort of novice users of myoelectric 
prostheses, limited training with an advanced position-
aware myoelectric controller revealed the noted changes 
in visuomotor performance. It needs to be investigated 
if further training over multiple testing sessions would 
demonstrate greater changes in visual attention if partici-
pants adopt even more proficient control and increased 
confidence in the prosthesis.

Although researchers have commonly reported com-
pletion times and success rates to assess the functional 
performance of myoelectric prostheses [39–41], these 
metrics do not provide a complete understanding of the 
underlying mechanisms driving these changes in overall 
performance [25, 26]. In line with previous work, grasp 
and release phases were disproportionately prolonged for 
prosthesis users [10]. With improved control strategies, 
these phase durations could be reduced, with smoother 
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movements, and fewer unwanted wrist rotations and 
changes in grip aperture [22]. The position-aware con-
trol strategy that improved hand kinematic performance 
in phases where the pasta box was moved to and from 
the highest shelf of the pasta box task with a myoelectric 
prosthesis did result in changes in visuomotor behaviour 
consistent with greater confidence in control. Therefore, 
this rationale lends motivation for including visuomo-
tor performance to examine patterns of eye and hand 
movements during functional task evaluation with novel 
controllers.

In this research, we aimed to explore whether visuomo-
tor behaviours respond to myoelectric control interven-
tions during an experimental task that closely resembles 
everyday tasks. We employed a functional task that was 
designed specifically to challenge users in multiple planes 
of movement and require visual fixations across these 
planes of movement. In doing so, we have highlighted 
the challenges of cross-body movements, while no other 
movements demonstrated differences in visuomotor per-
formance between control strategies. Importantly, the 
use of eye tracking has enabled us to further assess the 
visuomotor compensations of myoelectric prosthesis 
use. Reduced visual fixations towards the hand can allow 
more natural feedforward visuomotor planning of move-
ment, which may ultimately make the prosthesis more 
useable. Future work should consider the functional 
workspace of the experimental task and the inclusion of 
eye tracking metrics in control comparison studies, as 
these metrics have presently been shown to be sensitive 
to control interventions.

Limitations
The number of significant findings were limited in power. 
Although we observed trends in transport-release for 
movement 2 and reach-grasp for movement 3, these find-
ings likely were not statistically significant due to the 
small sample size. In addition, participants of this study 
were without limb difference and performed experimen-
tal tasks using a simulated myoelectric prosthesis. The 
effect of limb loading has been shown to differ in intact 
limb individuals and individuals with amputation, which 
can be explained by anatomical differences. Individuals 
with intact limbs have greater moments across the elbow 
to support the weight of the anatomical hand, resulting 
in different muscle activation patterns than individuals 
with a transradial amputation. Future work should inves-
tigate whether the visuomotor behaviours of individuals 
with upper limb amputation would likewise be sensitive 
to myoelectric control interventions.

In this experimental design, participants were given the 
opportunity to practice using the prosthesis prior to the 
recorded trials, but training over multiple days was not 
provided. We postulate that the observed visuomotor 

behaviours may have been representative of mid-skilled 
prosthesis users, as demonstrated in prior work [42]. It 
is possible that with repeated testing over multiple days, 
participants may have been able to learn to develop a 
more reliable feedforward control strategy, as with nor-
mal patterns of motor learning, thereby further reducing 
the reliance on vision. Presently, we have only described 
the effects of modulating prosthesis control on improv-
ing visuomotor behaviour without considering the role 
of sensory feedback. However, successful object manip-
ulation relies on both feedforward and feedback control 
mechanisms [43]. Notably in prosthesis use, control is 
not often optimal, thus sensory feedback may provide an 
equally important role in determining prosthesis perfor-
mance [44–46] and may further aid in developing typical 
patterns of visuomotor behaviour.

Conclusions
This work explored how visuomotor behaviours change 
when individuals operate a simulated myoelectric pros-
thesis using a standard control strategy compared to a 
position-aware control strategy. More reliable control 
with the position-aware myoelectric control strategy 
likely increased users’ confidence in the prosthesis and 
enabled users to visually fixate less on their prosthesis, 
particularly in movements requiring an extended cross-
body arm position engendering the limb position effect. 
Therefore, a more reliable prosthesis that performs as 
intended has the potential to reduce the visual demands 
associated with prosthesis use, thereby making myo-
electric prostheses more useable. Moreover, eye track-
ing served as a purposeful tool in understanding the 
changes in gaze behaviours of prosthesis users. Future 
work should thus consider the inclusion of eye tracking 
in future prosthesis control comparison studies.

Abbreviations
AOI  Area of interest
DOF  Degree of freedom
EAL  Eye arrival latency
ELL  Eye leaving latency
EMG  Electromyography
GaMA  Gaze and movement assessment
IMU  Inertial measurement unit
NASA-TLX  NASA Task Load Index
RCNN  Recurrent convolutional neural network

Supplementary Information
The online version contains supplementary material available at  h t t p  s : /  / d o i  . o  r 
g /  1 0 .  1 1 8 6  / s  1 2 9 8 4 - 0 2 5 - 0 1 6 0 4 - 0.

Supplementary Material 1

Acknowledgements
We thank Quinn Boser for assistance with data curation and data processing.

https://doi.org/10.1186/s12984-025-01604-0
https://doi.org/10.1186/s12984-025-01604-0


Page 13 of 14Cheng et al. Journal of NeuroEngineering and Rehabilitation           (2025) 22:57 

Author contributions
JH, HW, AS, and KC were involved in the study design. KC, HW, and AS carried 
out data collection. The data were processed by KC and HW, and analysed by 
KC. The manuscript was written by KC and edited by JH, HW, AS, CC, and PP. All 
authors read, reviewed, and approved the final manuscript.

Funding
KC was supported by the Natural Sciences and Engineering Research Council 
of Canada (NSERC). HW was supported by NSERC, the Killam Trusts, and P.E.O. 
International. This work was supported by NSERC RGPIN-2019-05961 (JSH).

Data availability
The datasets used and/or analysed during the current study are available from 
the corresponding author on reasonable request.

Declarations

Ethics approval and consent to participate
This study was approved by the University of Alberta Health Research Ethics 
Board (Pro00086557). All participants provided written informed consent to 
participate in this study.

Consent for publication
All participants provided written informed consent for publication.

Competing interests
The authors declare no competing interests.

Author details
1Department of Biomedical Engineering, Faculty of Engineering, College 
of Natural and Applied Science, University of Alberta, Edmonton, AB, 
Canada
2Alberta Machine Intelligence Institute (Amii), Edmonton, AB, Canada
3Division of Physical Medicine & Rehabilitation, Department of Medicine, 
Faculty of Medicine & Dentistry, College of Health Science, University of 
Alberta, Edmonton, AB, Canada
4Faculty of Kinesiology, Sport, and Recreation, College of Health Science, 
University of Alberta, Edmonton, AB, Canada
5Glenrose Rehabilitation Hospital, Alberta Health Services, Edmonton, AB, 
Canada

Received: 6 November 2024 / Accepted: 4 March 2025

References
1. Parr JVV, Vine SJ, Harrison NR, Wood G. Examining the Spatiotemporal 

disruption to gaze when using a myoelectric prosthetic hand. J Mot Behav. 
2018;50:416–25.

2. Parr JVV, Vine SJ, Wilson MR, Harrison NR, Wood G. Visual attention, EEG alpha 
power and T7-Fz connectivity are implicated in prosthetic hand control and 
can be optimized through gaze training. J Neuroeng Rehabil. 2019.

3. Land MF, Hayhoe M. In what ways do eye movements contribute to everyday 
activities? Vis Res. 2001;41:3559–65.

4. Hayhoe M, Ballard D. Eye movements in natural behavior. Trends Cogn Sci. 
2005;9:188–94.

5. Land MF. Vision, eye movements, and natural behavior. Vis Neurosci. 
2009;26:51–62.

6. Tatler BW, Hayhoe MM, Land MF, Ballard DH. Eye guidance in natural vision: 
reinterpreting salience. J Vis. 2011;11:5.

7. Hayhoe MM, Shrivastava A, Mruczek R, Pelz JB. Visual memory and motor 
planning in a natural task. J Vis. 2003;3:49–63.

8. Bouwsema H, Kyberd PJ, Hill W, van der Sluis CK, Bongers RM. Determining 
skill level in myoelectric prosthesis use with multiple outcome measures. J 
Rehabil Res Dev. 2012;49:1331–48.

9. Sobuh MMD, Kenney LPJ, Galpin AJ, Thies SB, McLaughlin J, Kulkarni J, et al. 
Visuomotor behaviours when using a myoelectric prosthesis. J Neuroeng 
Rehabil. 2014;11:72.

10. Hebert JS, Boser QA, Valevicius AM, Tanikawa H, Lavoie EB, Vette AH, et al. 
Quantitative eye gaze and movement differences in visuomotor adaptations 

to varying task demands among Upper-Extremity prosthesis users. JAMA 
Netw Open. 2019;2:e1911197.

11. Biddiss E, Chau T. Upper limb prosthesis use and abandonment: A survey of 
the last 25 years. Prosthet Orthot Int. 2007;31:236–57.

12. Cordella F, Ciancio AL, Sacchetti R, Davalli A, Cutti AG, Guglielmelli E, et al. 
Literature review on needs of upper limb prosthesis users. Front Neurosci. 
2016;10:1–14.

13. Parr JVV, Galpin A, Uiga L, Marshall B, Wright DJ, Franklin ZC, et al. A tool for 
measuring mental workload during prosthesis use: the prosthesis task load 
index (PROS-TLX). PLoS ONE. 2023;18:e0285382.

14. Marasco PD, Hebert JS, Sensinger JW, Beckler DT, Thumser ZC, Shehata AW, 
et al. Neurorobotic fusion of prosthetic touch, kinesthesia, and move-
ment in bionic upper limbs promotes intrinsic brain behaviors. Sci Robot. 
2021;6:eabf3368.

15. Cheng KY, Rehani M, Hebert JS. A scoping review of eye tracking metrics 
used to assess visuomotor behaviours of upper limb prosthesis users. J 
Neuroeng Rehabil. 2023;20:49.

16. Chadwell A, Kenney L, Thies S, Head J, Galpin A, Baker R. Addressing unpre-
dictability May be the key to improving performance with current clinically 
prescribed myoelectric prostheses. Sci Rep. 2021;11:3300.

17. Scheme E, Fougner A, Stavdahl, Chan ADC, Englehart K. Examining the 
adverse effects of limb position on pattern recognition based myo-
electric control. 2010 Annu Int Conf IEEE Eng Med Biol Soc EMBC’10. 
2010;2010:6337–40.

18. Fougner A, Scheme E, Chan ADC, Englehart K, Stavdahl Ø. Resolving the limb 
position effect in myoelectric pattern recognition. IEEE Trans Neural Syst 
Rehabil Eng. 2011;19:644–51.

19. Betthauser JL, Hunt CL, Osborn LE, Masters MR, Levay G, Kaliki RR, et al. Limb 
position tolerant pattern recognition for myoelectric prosthesis control with 
adaptive sparse representations from extreme learning. IEEE Trans Biomed 
Eng. 2018;65:770–8.

20. Shehata AW, Williams HE, Hebert JS, Pillarski PM. Machine learning for the 
control of prosthetic arms: using electromyographic signals for improved 
performance. IEEE Signal Process Mag. 2021;38:46–53.

21. Williams HE, Hebert JS, Pilarski PM, Shehata AW. A case series in Position-
Aware myoelectric prosthesis control using recurrent convolutional neural 
network classification with transfer learning. IEEE Int Conf Rehabil Robot. 
2023;1–6.

22. Williams HE, Shehata AW, Cheng KY, Hebert JS, Pilarski PM. A multifaceted 
suite of metrics for comparative myoelectric prosthesis controller research. 
PLoS ONE. 2024;19:1–28.

23. Hallworth BW, Shehata AW, Dawson MR, Sperle F, Connan M, Friedl W et al. A 
Transradial Modular Adaptable Platform for Evaluating Prosthetic Feedback 
and Control Strategies. Myoelectric Control Up Limb Prosthetics Symp [Inter-
net]. 2020;203–6. Available from:  h t t p  s : /  / c o n  f e  r e n  c e s  . l i b  . u  n b .  c a /  i n d e  x .  p h p  / m 
e  c / a r  t i  c l e  / v i  e w / 7  5 %  0 A  h  t t p s  : /  / c o  n f e  r e n c  e s  . l i  b . u  n b . c  a /  i n d e x . p h p / m e c / i s s u e / v i 
e w / 9 / 9 x

24. Wells ED, Shehata AW, Dawson MR, Carey JP, Hebert JS. Preliminary evaluation 
of the effect of mechanotactile feedback location on myoelectric prosthesis 
performance using a sensorized prosthetic hand. Sensors. 2022;22.

25. Valevicius AM, Boser QA, Lavoie EB, Murgatroyd GS, Pilarski PM, Chapman CS, 
et al. Characterization of normative hand movements during two functional 
upper limb tasks. PLoS ONE. 2018;13:e0199549.

26. Valevicius AM, Boser QA, Lavoie EB, Chapman CS, Pilarski PM, Hebert JS, et al. 
Characterization of normative angular joint kinematics during two functional 
upper limb tasks. Gait Posture. 2019;69:176–86.

27. Lavoie EB, Valevicius AM, Boser QA, Kovic O, Vette AH, Pilarski PM, et al. Using 
synchronized eye and motion tracking to determine high-precision eye-
movement patterns during objectinteraction tasks. J Vis. 2018;18:1–20.

28. Williams HE, Chapman CS, Pilarski PM, Vette AH, Hebert JS. Gaze and Move-
ment Assessment (GaMA): Inter-site validation of a visuomotor upper limb 
functional protocol. PLoS One [Internet]. 2019;14:e0219333. Available from:  h t 
t p  s : /  / d o i  . o  r g /  1 0 .  1 3 7 1  / j  o u r  n a l  . p o n  e .  0 2 1 9 3 3 3

29. Williams H, Shehata AW, Dawson M, Scheme E, Hebert J, Pilarski P. Recurrent 
convolutional neural networks as an approach to Position-Aware myoelectric 
prosthesis control. IEEE Trans Biomed Eng. 2022;69:2243–55.

30. Geng Y, Samuel OW, Wei Y, Li G. Improving the robustness of Real-Time 
myoelectric pattern recognition against arm position changes in transradial 
amputees. Biomed Res Int. 2017;2017:1–11.

31. Shehata AW, Engels LF, Controzzi M, Cipriani C, Scheme EJ, Sensinger JW. 
Improving internal model strength and performance of prosthetic hands 
using augmented feedback. J Neuroeng Rehabil. 2018;15.

https://conferences.lib.unb.ca/index.php/mec/article/view/75%0A
https://conferences.lib.unb.ca/index.php/mec/article/view/75%0A
https://conferences.lib.unb.ca/index.php/mec/issue/view/9/9x
https://conferences.lib.unb.ca/index.php/mec/issue/view/9/9x
https://doi.org/10.1371/journal.pone.0219333
https://doi.org/10.1371/journal.pone.0219333


Page 14 of 14Cheng et al. Journal of NeuroEngineering and Rehabilitation           (2025) 22:57 

32. Shehata AW, Scheme EJ, Sensinger JW. Evaluating internal model strength 
and performance of myoelectric prosthesis control strategies. IEEE Trans 
Neural Syst Rehabil Eng. 2018;26:1046–55.

33. Stone SA, Boser QA, Dawson TR, Vette AH, Hebert JS, Pilarski PM, et al. Gener-
ating accurate 3D gaze vectors using synchronized eye tracking and motion 
capture. Behav Res Methods. 2024;56:18–31.

34. Purves D, Augustine GJ, Fitzpatrick D, Neuroscience. Chapter 20: Types of eye 
movements and their functions. Neuroscience [Internet]. 2nd ed. Sunderland 
(MA): Sinauer Associates; 2001. Available from:  h t t p  : / /  w w w .  n c  b i .  n l m  . n i h  . g  o v / 
b o o k s / N B K 1 0 9 9 1 /

35. Hebert JS, Shehata AW. The Effect of Sensory Feedback on the Temporal Allo-
cation of Gaze Using a Sensorized Myoelectric Prosthesis. Myoelectric Control 
Symp [Internet]. 2022. Available from:  h t t p  s : /  / d o i  . o  r g /  1 0 .  5 7 9 2  2 /  m e c . 1 9 5 3

36. Parr JVV, Wright DJ, Uiga L, Marshall B, Mohamed MO, Wood G. A scoping 
review of the application of motor learning principles to optimize myoelec-
tric prosthetic hand control. Prosthet Orthot Int. 2022;46:274–81.

37. Sailer U, Eggert T, Ditterich J, Straube A. Spatial and Temporal aspects of eye-
hand coordination across different tasks. Exp Brain Res. 2000;134:163–73.

38. Bosch TJ, Hanna T, Fercho KA, Baugh LA. Behavioral performance and visual 
strategies during skill acquisition using a novel tool use motor learning task. 
Sci Rep. 2018;8:13755.

39. Fougner AL, Stavdahl Ø, Kyberd PJ. System training and assessment in simul-
taneous proportional myoelectric prosthesis control. J Neuroeng Rehabil. 
2014;11:75.

40. Amsuess S, Vujaklija I, Goebel P, Roche AD, Graimann B, Aszmann OC, et al. 
Context-dependent upper limb prosthesis control for natural and robust use. 
IEEE Trans Neural Syst Rehabil Eng. 2016;24:744–53.

41. Fu Q, Santello M. Improving fine control of grasping force during hand-object 
interactions for a soft synergy-inspired myoelectric prosthetic hand. Front 
Neurorobot. 2018;11:71.

42. Williams HE, Chapman CS, Pilarski PM, Vette AH, Hebert JS. Myoelectric 
prosthesis users and non-disabled individuals wearing a simulated prosthesis 
exhibit similar compensatory movement strategies. J Neuroeng Rehabil. 
2021;18:72.

43. Hermsdörfer J, Elias Z, Cole JD, Quaney BM, Nowak DA. Preserved and 
impaired aspects of feed-forward grip force control after chronic somatosen-
sory deafferentation. Neurorehabil Neural Repair. 2008;22:374–84.

44. Saunders I, Vijayakumar S. The role of feed-forward and feedback processes 
for closed-loop prosthesis control. J Neuroeng Rehabil. 2011;8:60.

45. Sensinger JW, Dosen S. A Review of Sensory Feedback in Upper-Limb 
Prostheses From the Perspective of Human Motor Control. Front Neurosci 
[Internet]. 2020;14:345. Available from:  h t t p s :   /  / w w  w .  f r o  n t i e  r s i   n .  o  r  g / a r  t i c   l e  /  h t   t   
p  s :  /  / d  o  i .  o  r g  / 1   0 . 3 3 8 9  / f n i  n s . 2 0 2 0 . 0 0 3 4 5

46. Dosen S, Markovic M, Wille N, Henkel M, Koppe M, Ninu A et al. Building an 
internal model of a myoelectric prosthesis via closed-loop control for consis-
tent and routine grasping. Exp Brain Res. 2015.

Publisher’s note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.

http://www.ncbi.nlm.nih.gov/books/NBK10991/
http://www.ncbi.nlm.nih.gov/books/NBK10991/
https://doi.org/10.57922/mec.1953
https://www.frontiersin.org/article/
https://doi.org/10.3389/fnins.2020.00345
https://doi.org/10.3389/fnins.2020.00345

	Exploring the impact of myoelectric prosthesis controllers on visuomotor behavior
	Abstract
	Background
	Methods
	Participants

	Experimental setup
	Simulated prosthesis
	Pasta box task
	Motion capture and eye tracking setup

	Experimental procedure
	Controller training
	Prosthesis usage training
	Data collection

	Data processing
	Outcome metrics
	Gaze behaviour
	Duration
	Hand kinematics
	Statistical analysis

	Results
	Eye gaze metrics
	Percent fixation
	Eye leaving latency
	Other eye gaze metrics




